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* Motivation. Bl: Old Needs, New Tools.
 Some DM Examples.

* Data Mining: Definition and Applications
* The KDD Process

* Data Mining Techniques



CRISP-DM Methodology

 CRISP-DM (www.crisp-dm.org) (CRoss-Industry Standard
Process for Data Mining)

* A company consortium (initially under the funding of the European
Commission), which includes SPSS, NCR and DaimlerChrysler.




CRISP-DM Methodology

* Business Understanding:
* Understand the project goals and requirements from a
business perspective. Substages:
- establishment of business objectives (initial context,
objectives and success criteria),
« evaluation of the situation (resource inventory,
requirements, assumptions and constraints, risks and
contingences, terminology and costs and benefits),
« establishment of the data mining objectives (data
mining objectives and success criteria) and,
 generation of the project plan (project plan and initial

evaluation of tools and techniques).
4



CRISP-DM Methodology

* Data understanding:
* Collect and familiarise with data, identify the data quality

problems and see the first potentialities or data subsets
which might be interesting to analyse (according the
business objectives from the previous stage). Substages:

« initial data gathering (gathering report),

 data description (description report),

 data exploration (exploration report) and

 data quality verification (quality information).



CRISP-DM Methodology

« Data preparation:

* The goal of this stage 1s to obtain the “minable view”. Here
we find: integration, selection, cleansing and
transformation. Substages:

« data selection (inclusion/exclusion reasons),
 data cleansing (data cleansing report),

 data construction (derived attributes, generated
records),

 data integration (mixed data) and

 data formatting (reformatted data).



CRISP-DM Methodology

* Data modelling:
* [t 1s the application of modelling techniques or data mining
to the previous minable views. Substages:

* selection of the modelling technique (modelling
technique, modelling assumptions),
* evaluation design (test design),
* model construction (chosen parameters, models, model
description) and
* model evaluation (model measures, revision of the
chosen parameters).



CRISP-DM Methodology

e Evaluation:

* It 1s necessary to evaluate (from the view point of the goal)
the models of the previous stage. In other words, if the
model 1s useful to answer some the business requirements.
Substages:

* result evaluation (evaluation of the data mining results,
approved models),

* revise the process (process revision) and,

« establishment of the following steps (list of possible
actions, decisions).



CRISP-DM Methodology

* Deployment:

* The 1dea 1s to exploit the potential of the extracted models,
integrate them 1n the decision-making processes of the
organisation, spread reports about the extracted knowledge,
etc. Substages:

* deployment planning (deployment plan),

* monitoring and maintenance planning (monitoring
and maintenance plan),

 generation of the final report (final report, final
presentation) and,

e project revision (documentation of the experience).



CRISP-DM Methodology

* Progressive implementation on an organisation:
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Systems

e Commercial DM Software:
http://www.kdcentral.com/Software/Data_Mining/
http://www.the-data-mine.com/bin/veiw/Software/WebIndex

* Free:

« WEKA (http://www.cs.waikato.ac.nz/~ml/weka/) (Witten &
Frank 1999)

« Rproject: free tool for statistical analysis (http://www.R-
project.org/)

» Kepler: plug-in system from GMD
(http://ais.gmd.de/KD/kepler.html).
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Systems

EXAMPLE: Clementine
WWW.SPSS.Com

* Tool that includes:

 Several data sources (ASCII, XLS and many DBMS
through ODBC).

 Visual interface.

 Several data mining techniques: neural networks,
decision trees, rules, a priori, regression, ...

 Data processing (pick & mix, combination and
separation).

* Report and batch facilities.

13



Systems

EXAMPLE: Clementine
Drug study

http://www.pcc.qub.ac.uk/tec/courses/datamining/ohp/dm-OHP-final 3.html

* A number of hospital patients suffer a pathology which can be treated
with a wide range of drugs.

5 different drugs are available. Patients respond differently to these
drug.

 Problem:

Which drug is the most appropriate one for a new patient?

14



Systems

EXAMPLE: Clementine.

First step: DATA ACCESS:

« Read the data: e.g. a textfile with delimiters.
* The fields are named:

age age

SeX gender

BP blood pressure (High, Normal, Low)

Cholesterol |cholesterol (Normal, High)

Na Sodium concentration in blood.

K Potasium concentration in blood.

drug drug to which the patient reacted
satisfactorily.

The attributes/variables can be combined:
E.g. A new attribute (Na/K), can be added.

15



Systems

EXAMPLE: Clementine

Second Step: Familiarisation with the data. We visualise the records:
tablel

H
H
F
=
=
=
H
H
H

BP
HIGH
LOH
LOH

HORHAL
LOH
HORHAL
HORHAL
LOH
HORHAL
LOH

Cholestrol
HIGH
HIGH
HIGH
HIGH
HIGH
HIGH
HIGH
HIGH
HIGH

HORHAL

Ha
0,79
0,74
0.7
0,56
0,56
.63
0,79
(| )
0.78
0,53

K
0,03
0, 06
0,07
0,07
0,03
0,08
0,05
0,07
0,05

0,03

Drug

drugY
drugC
drugl
drup
drugY
drugH
drug¥
drugC
drug¥
drug¥

=

Ha_to_K /’
25,55
15.09
10,11

7.8
18.04
B.61
16.28
11.04
15.17
19.37
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Systems

EXAMPLE: Clementine

« Allows field selection and filtering.

« (Can show graphically some data properties. E.g. :
Which 1s the proportion of cases which reacted well to the drug?

Orug

liztribution

Yalue Proportion
drugh |

drugB |

drugC |

drugd |

drug¥ ]

r
11,5

8.0

8,0
27.0
45,5

Dccurences /’-
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Systems

EXAMPLE: Clementine

* Can find relations. E.g:
The relation between sodium and potasium is shown 1n a plot.

Orug
& drugh & drugB & deuglC A drugX drug¥

We observe an apparently random distribution (except from drug Y) 8



Systems

EXAMPLE: Clementine

We can clearly observe that the patients with high Na/K quotient
respond better to drug Y.

« But we want a classification model for every new patient, 1.e.:

Which is the best drug for each patient?

Third step: Model construction
Tasks performed in Clementine:
 Filter non-desired (irrelevant) attributes.
* Type the fields.

* Construct models (rules, decision trees, neural networks, ...)
19



Systems

EXAMPLE: Clementine

This process 1s performed and graphically visualised in Clementine:

i

[y )

R
/3, Drug Het

Drug Rule

From 2,000 examples the models are trained.
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Systems

EXAMPLE: Clementine Rule Folding Select Generate View

Models can be browsed:
Ma_to_K < 16,084
BF HIGH
Age < 46
Cholestrol HIGH -> drugA
Cholestrol NORMAL
Age »= 4k
. < R0
= R

H
H

BP L0l
Cholestral HIGH
Ma_tao_k < 15,013 - drugC
Ma_to_k »= 15,013 -> drug¥
Cholestral MORMAL -* drugi
EF MORMAL
Ma_to K < 14,3284 -> drugk
”j Lo }2 14,834 - dFUHW
Ma_to_kK >= 1,084 - ljrul.||

The rules extend the same criterion which was discovered previously, 1.e.,
drug Y for the patient with high Na/K ratio. But it also gives rules for the
rest.



Systems

EXAMPLE: SAS ENTERPRISE MINER (EM)

* Suite that includes:
 Database connection (through ODBC and SAS datasets).
« Sampling and inclusion of derived variables.
 Data evaluation through dataset split into: training, validation
(in case) and test.
 Different data mining techniques: decision trees, regression,
neural network, clustering, ...
* Model comparisons.
* Model conversion into SAS code.
 Graphical interface.
* Also includes tools for all the process flow: the stages can be

repeated, modified and stored.

22



EXAMPLE
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EXAMPLE:
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Weka, University of Waikato, New Zealand (cs.waikato.ac.nz)

< Weka KnowledgeF low Environment

Systems
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Oracle: “Business Intelligence” and “Data Mining” tools

* Engine (Java DM) since Oracle 91
« Suite (OracleBi Data Miner). Oracle

Enterprise
Planning &

Budgeting

Oracle Management

Reports

Services Oracle
Balanced

Scorecard

Oracle 10g

(RDBMS with
OLAP and

OracleBl
Warehouse
Builder
Oracle Daily

Non-Oracle .

sources

Source: IDC, 2004
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MS SQL SERVER: Analysis Services

 OLAP Services in SQL Server 97 was extended in SQL
Server 2000 with DM features. This was called “Analysis
Services”. Much more techniques included in the new SQL
Server (2005).

It 1s based on the “OLE DB for Data Mining”: an extension of
the DB access protocol: OLE DB.
« Implements an SQL extension which works with DMM (Data
Mining Model) and allows for:
1. Creating the model
2. Train the model
3. Make predictions 27



Trends

e 80s and early 90s:

* OLAP: statistics on predefined queries. The OLAP systems is useful to
get complex reports quickly, to visualise the information, get plots and
graphs and confirm hypotheses. Knowledge still extracted manually or
has a statistical (summarisation) character.

« Data warehouses include only internal data.

e Late 90

« Data-Mining: knowledge discovering. Machine learning and statistical
modelling techniques are used to create novel patterns.
« Data warehouses mostly include internal data (and some external data).

« Early 00

* “Scoring” techniques and simulation: discovering and use of global

models..
« Data warehouses include both internal and external data (economical,

demographical, geographical indicators, etc.).

28



Mining Non-structured Data

» Web Mining refers to the “global process of discovering
information and knowledge which can be potentially useful and
which is previously unknown from data on the web”. (Etzioni 1996)

Web Mining combines goals and techniques from different areas:
* Information Retrieval (IR)
« Natural Language Processing (NLP)
e Data Mining (DM)
« Databases (DB)
« WWW research
« Agent Technology

There are several kinds of web mining:
* web content mining.
* web structure mining. 29
* web use mining.



To know more... Some pointers

General resources:

» KDcentral (www.kdcentral.com)
e The Data Mine (http://www.the-data-mine.com)
« Knowledge Discovery Mine (http://www.kdnuggets.com)

Mailing list:

* KDD-nuggets:

Journals:

« Data Mining and Knowledge Discovery. (http://www.research.microsoft.com/)
 Intelligent Data Analysis (http://www.elsevier.com/locate/ida)

Associations:

« ACM SIGDD (and the journal: “explorations”,
http://lwww.acm.org/sigkdd/explorations/instructions.htm)

30



General Books

Berry M.J.A.; Linoff, G.S. “Mastering Data Mining” Wiley 2000.
Berthold, M.; Hand, D.J. (ed) “Intelligent Data Analysis. An
Introduction” Second Edition, Springer 2002.

Dunham, M.H. “Data Mining. Introductory and Advanced Topics”
Prentice Hall, 2003.

Fayyad, U.M.; Piatetskiy-Shapiro, G.; Smith, P.; Ramasasmy, U.
“Advances in Knowledge Discovery and Data Mining”, MIT Press, 1996.
Han, Jiawei; Micheline Kamber “Data Mining: Concepts and
Techniques” Morgan Kaufmann, April 2000.

Hand, David J.; Heikki Mannila and Padhraic Smyth “Principles of Data
Mining”, The MIT Press, 2000.

Hernandez, J.; Ramirez, M.J.; Ferri, C. “Introduccion a la Mineria de Datos”,
Prentice Hall / Addison Wesley, 2004. [*]

Witten, I.H.; Frank, E. "Tools for Data Mining', Morgan Kaufmann,

1999. .



More specific sources

More specific or more technical

* Dzeroski, S.; Lavrac, N. “Relational Data Mining” Springer 2001.

* Etzioni, O. “The World-Wide Web. Quagmire or Gold Mine”
Communications of the ACM, November 1996, Vol. 39, n°11, 1996.

e Fayyad, U.M.; Grinstein, G.G.; Wierse, A. (eds.) “Information Visualization
in Data Mining and Knowledge Discovery” Morgan Kaufmann 2002.

* Mena, Jesus “Data Mining Your Website”, Digital Press, July 1999.

e Thuraisingham, B. “Data Mining. Technologies, Techniques, Tools, and
Trends”, CRC Press, 1999.

 Wong, P.C. “Visual Data Mining”, Special Issue of IEEE Computer Graphics
and Applications, Sep/Oct 1999, pp. 20-46.
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